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Abstract

Aim: The COVID-19 pandemic, first originating in Wuhan, China in December 2019, has
affected over 180 countries worldwide. The clinical spectrum of COVID-19 ranges from
mild to severe pneumonia with acute respiratory distress syndrome. The sudden increase
in COVID cases requiring hospitalization has made inpatient health institutions difficult
to predict and manage. Machine learning models have been used to diagnose the disease,
predict clinical course, and hospital stay.
Materials and Methods: Data from 322 PCR-positive patients were analyzed, including
demographics, comorbidities, laboratory values, and radiological results. Machine learning
algorithms such as Logistic Regression, Support Vector Machine, Ensemble Methods, and
K-Nearest Neighbor were used for classification.
Results: Results showed that SVM provided the best classification performance. The
model considered factors like age, gender, medical history, and test results to personalize
treatment decisions. The study suggests that machine learning can improve patient care
during the COVID-19 pandemic. Limitations include the need for validation with larger
datasets from multiple centers.
Conclusion: This study aimed to show whether machine learning techniques can be used
to make decisions about the hospitalization of COVID-19 patients.

Copyright © 2024 The author(s) - Available online at www.annalsmedres.org. This is an Open Access article distributed
under the terms of Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License.

Introduction

The world is grappling with the COVID-19 outbreak,
which first appeared in Wuhan, China in December 2019
and was declared a pandemic by the World Health Or-
ganization in March 2020 [1]. The COVID-19 pandemic
(COVID-19) associated with SARS-CoV-2 virus infection
has affected more than 180 countries worldwide. The clin-
ical spectrum of COVID-19 ranges from asymptomatic
or mild upper airway symptoms to potentially fatal, se-
vere pneumonia with acute respiratory distress syndrome
(ARDS) [2]. The COVID-19 pandemic continued to affect
the whole world for a long time, increasing the number of
cases from time to time due to the mutation of the virus
and the high contagiousness of its variants [3]. In particu-
lar, the sudden increase in COVID cases requiring hospi-
talization and long-term hospitalizations has turned into
a chaos that inpatient health institutions cannot predict
and have difficulty managing. In some studies, machine
learning models using hemato-chemical from routine blood
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exams and radiological values were used to diagnose the
disease, predict the clinical course and hospital stay [4-6].
The aim of this study was to show whether modelling us-
ing machine learning (ML) techniques can be used to make
decisions about the hospitalisation of COVID-19 patients.

Materials and Methods

Study populations

After ethical approval for the study was given by the
Clinical Research Ethics Committee of Ordu University
(date:21.01.2021 number: 2021/19), PCR-positive pa-
tients who applied to the Ordu University Training and
Research Hospital adult emergency service COVID area or
COVID polyclinics between June 2020 and January 2021
were retrospectively screened from the hospital informa-
tion management system. Age, gender, morbidity, labo-
ratory data and places of stay (outpatient, intensive care
unit or COVID service) of the people who applied to the
hospital were recorded (337 patients). Of 337 patients,
322 with complete study data; were included in the study.
Outpatients were classified as Group I and hospitalized
patients as Group II.
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Study parameters
Age, gender, co-morbidity, hemogram values (neutrophil
(NEU), lymphocytes (LYM) and neutrophil/lymphocytes
ratio (NEU/LYM) biochemical markers (alanine amino-
transferase (ALT), aspartate aminotransferase (AST), C-
reactive protein (CRP), D-dimer, ferritin, lactate dehy-
drogenase (LDH)) and radiological imaging results (as
consistent with COVID, incompatible with COVID) were
recorded.

Preprocessing of data for machine learning classification
Logistic Regression, Support Vector Machine (SVM), En-
semble Methods, K-Nearest Neighbor (K-NN) methods
were used with the MATLAB program to decide whether
the patients who applied to the hospital should be treated
on an outpatient basis or in the hospital. Age, gen-
der, and laboratory values (NEU, LYM, NEU/LYM, AST,
ALT, CRP, D-dimer, ferritin, LDH), obtained from med-
ical records were evaluated as predictive variables by the
machine learning algorithms. A 5-fold cross-validation
method was used in the analysis.

Statistical analysis
Data normality was tested using the Kolmogorov–Smirnov
test. Categorical variables were expressed as frequencies
and percentages. For continuous variables, we used the
mean and standard deviation or the median and range to
summarize normally and non-normally distributed data
respectively. Continuous variables were compared using
the Student t-test or Mann–Whitney U test for normally
and non-normally distributed data, respectively. For com-
parison of categorical variables, the Chi-square test and
Fisher’s exact test were used when appropriate. Feature
correlations were measured using the Spearman correla-
tion coefficient. The level of statistical significance was set
at p<0.05.

Results
During the study period, a total of 337 confirmed COVID-
19 patients were evaluated but only 322 patients with
full study data were included. Of those, 132 confirmed
COVID-19 patients were hospitalized in 89 COVID-19 des-
ignated departments and 43 in ICU departments. Outpa-
tient treatments were planned for the other 190 patients.
Of the patients surveyed, 169 were men and 153 were
women. Although 177 patients had comorbidities, 145 had
no comorbidities. The number of patients with infiltrates
consistent with viral pneumonia on radiological imaging
was 183 (Table 1).

Comparison between patients with outpatients vs. hospi-
talized COVID-19
The mean age of the patients included in the study was
57.5± 18.5. In terms of demographics and comorbidities,
patients who were hospitalized had an older age (p<0.001)
and had more comorbidities (p<0.001), but there was no
difference in gender distribution (p=0.128) (Table 1).
When the hemogram values, biochemical parameters, and
radiological evaluation at the time of admission to the hos-
pital were compared, age (p<0.001, 95% CI,55.23-59.27),

Table 1. Results of patients in terms of gender distribu-
tion, presence of comorbidity and consistent radiological
findings.

Treatment

Group I (n) Group II (n) p-value*

Gender
Male 93 76

0.128
Female 97 56

Comorbidities
Yes 70 107

<0.0001*
No 120 25

Radiological

appearance

Inconsistent 139 0
<0.0001*

Consistent 51 132

Table 2. Laboratory results and treatment modalities of
COVID-19 patients.

Treatment

Group I (n=190) Group II (n=132) p-value*

Median(IQR) Median(IQR)

Age 50.5(36.75-60) 69.5(58.25-79) <0.0001

ALT 20(14-31.25) 23(14-34) 0.391

AST 21(18-27) 28(19-41) <0.0001

CRP 6.27(2.68-13.75) 80.05(30.85-144) <0.0001

D_dimer 0.205(0.15-0.36) 0.535(0.28-1.16) <0.0001

Ferritin 111.5(51.15-190.75) 393.5(206.25-871.50) <0.0001

LDH 195.5(164.75-223) 294.5(231-423.25) <0.0001

Lymphocyte 1.46(10.05-1.96) 0.89(0.60-1.34) <0.0001

Neutrophil 5.22(4.15-6.69) 7.91(5.53-10.65) <0.0001

Neutrophil/

Lymphocyte

3.52(2.58-4.84) 8.07(4.94-15.82) <0.0001

LDH: Lactate dehydrogenase ALT: Alanine amino transferase AST:
Aspartate amino transferase CRP: C-Reactive Protein.

NEU (p<0.001,95% CI,6.51-7.62), LYM (p<0.001,95%
CI,1.25-1.621), NEU/LYM (p<0.001, 95% CI,6.57-8.75),
AST (p<0.001,95% CI,26.39-32.13), LDH (p<0.001,95%
CI,251.76-290.57), CRP (p<0.001,95% CI,40.37-57.06), D-
Dimer (p<0.001,95% CI,0.15-3.32), Ferritin (p<0.001,95%
CI,289.96-421.71), Radiological evaluation (p<0.001) val-
ues were statistically significant in hospitalized patients
(Table 2).There was a p<0.001 correlation between treat-
ment and age, comorbidities, WBC, LYM/NEU, AST,
LDH, CRP, ferritin and Radiology.

Machine learning
Analyses were performed with different kernel types (lin-
ear, polynomial, Gaussian / RBF kernel) using the one
vs one method for the SVM algorithm. The best results
were obtained when the Gaussian/ Radial Basis Func-
tion (RBF) was used, and the kernel scale was 14 (kernel
scale). Different distance metrics (Euclidean, Chebyshev,
Minkowski, Mahalanobis, Hamming) and different ’neigh-
bors’ inputs (5-10) were used for the K-NN Algorithm.
The best results were obtained, when the Euclidean dis-
tance criterion was used, and the ’neighbors’ inputs were
10. Bagging and boosting methods were used to classify
with Ensemble algorithms. The analyses were repeated by
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Table 3. Model accuracy.

Classifiers Accuracy (%) PPV NPV Sensitivity (%) Specificity (%) AUC

Logistic Regr. 90.1 92.47 86.76 90.52 89.39 0.97
SVM 91 92.15 89.31 92.63 88.63 0.97
KNN 89.4 88.23 91.52 94.73 81.81 0.96
Ensemble(bagged) 90.7 90.40 91.13 94.21 85.61 0.97

Figure 1. A: The confusion matrix of the SVM classifier,
B: ROC curve of prediction.

changing the number of learner classifiers (10-30) and data
split ratios. The best results were obtained in the Decision
Tree algorithm when the number of classifiers was 30 and
the bagging method was used.
The sensitivity, specificity, PPV, NPV, accuracy and AUC
values reached by the models using Logistic Regression,
Support Vector Machine (SVM), Ensemble Methods, and
K-Nearest Neighbor (K-NN) classifier were presented in
Table 3.
The best classification results were obtained in the model
using the SVM classifier. The highest sensitivity value
was found with KNN, and the highest specificity value
was found with the Logistic regression classifier. The con-
fusion matrix of the SVM classifier and the ROC curve
were shown in Figure 1.

Discussion

The COVID-19 pandemic has necessitated the develop-
ment of innovative machine learning (ML) models to en-
hance triage processes in healthcare settings. These mod-
els aim to optimize patient management during a time of
overwhelming demand on medical resources. The integra-
tion of ML into triage systems can significantly improve
the accuracy of patient assessments, thereby facilitating
timely interventions and resource allocation.
Machine learning applications in COVID-19 triage, for pre-
dicting respiratory failure within 48 hours of admission,
and predicting respiratory decompensation, have demon-
strate ML’s effectiveness in analyzing clinical data to strat-
ify patients based on risk profiles. Thereby enabling indi-
vidualized patient-level can decision-making and optimiz-
ing triage decisions through accurate prediction of disease
severity and respiratory failure risk [7-9].
Many investigations on COVID-19 have shown that age,
comorbidity, radiological alterations, neutrophilia, lym-

phopenia, AST, ALT, ferritin, D-dimer, and CRP eleva-
tion have an influence on the severity of the disease, mor-
tality, hospital stay, and so on [2,10–18]. This situation
leads us to believe that the results of the machine learning
model that we will create using these parameters can be
clinically meaningful.

When examining COVID-19 studies with machine learn-
ing models, it is discovered that different models produce
different results. This demonstrates the importance of se-
lecting a model that is appropriate for the expected result
and the data set or parameters chosen [4,11-13,15–22].

Our model takes into account factors such as age, gen-
der, medical history, chest radiographs, the results of inex-
pensive and rapid hematological and biochemical tests to
determine whether an inpatient or outpatient treatment
decision is appropriate for each individual patient. We
have found that this approach allows us to provide more
personalized and targeted care, resulting in better out-
comes. Furthermore, our model is designed to be flexible
and adaptive, so it can be quickly updated with new in-
formation or data.

Given the effectiveness of our modeling (accuracy between
89%-91%, sensitivity between 90%-94%), it is demon-
strated that COVID-19 patients can be treated either as
inpatients or outpatients using the data and calculation
methods used. By leveraging the power of machine learn-
ing, we think it can provide the best possible decision for
each patient.

Clinical evaluations performed in the past using scoring
systems can now be performed using machine learning
models, either now or in the near future. However, only
time will tell if it will supplant the art of medicine in clin-
ical decision-making or diagnosis.

The point we want to emphasize in our research is whether
a system can be developed using machine learning that
can compensate for the negative effects of insufficient man-
power in events such as pandemics that put health systems
in jeopardy.

There are some limitations in this study. Since it was a
single-center study so the machine learning model should
be tested by expanding the sample group with data ob-
tained from other sources. After incorporating data from
other centers, the prediction of the model might be slightly
influenced by the variables.

Conclusion

This study has shown that machine learning algorithms
that are appropriate for the data can be used to make
decisions about the hospitalization of COVID-19 patients.
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